
Imagine the morning of November 30, 2022. The chipmaker 
NVIDIA had a market capitalization of roughly $385 billion. 
Later that day, artificial intelligence (AI) research lab OpenAI 
first released ChatGPT, its AI-powered chatbot, to the public. 
By mid-June of 2023, NVIDIA’s valuation had risen to $1 
trillion, propelled almost entirely by demand for its data center 
products — vital components in building the infrastructure 
needed to support widespread use of generative AI. In late 
February of this year, it broke $2 trillion. Over that time, the 
usage and visibility of AI has seen a similarly dramatic rise.

However, while technology may move fast, law moves slow. 
The sudden and rapid ascent of AI to the forefront of both the 
public’s and Wall Street’s consciousness has outpaced estab-
lished law, particularly with regards to intellectual property 
(IP). What the courts eventually find in this unknown legal 
territory will have profound implications for the development 
and use of AI and the future of creative industries.

WHAT GOES INTO GENERATIVE AI

Perhaps the most pressing of the numerous intellectual prop-
erty issues around generative artificial intelligence programs 
centers on how they’re made. Generative AI models are 
programs that are capable of outputting custom-made text, 
images, audio, and video in response to a user’s inputs. While 
the details of how such programs work lie beyond the scope 
of this article, in broad strokes, they are made by feeding a 
massive number of examples of the types of content one wants 
them to produce into an algorithm.

This algorithm identifies common features of the samples 
given to it. For example, a program shown many, many 
pictures of cats, all of them labeled with the word ‘cat,’ would 
identify the common visual features of that set of images — 
all of the things that make a cat look like a cat — and asso-
ciate them with the word ‘cat.’ Then, when a user inputs the 
word ‘cat’ back into the program, it would spit out an image 
with all of those same common visual features: a reconstituted 
picture of a cat.

Of course, popular generative AI programs can do far more 
than just produce pictures of animals. They also require the use 
of a massive amount of data, known as training data, to create. 
Fortunately for AI labs, they have access to the largest repos-
itory of available data in human history: the internet. Using 
automated programs, the makers of generative AI can harvest 
content from the internet and feed it into their platforms.

Unfortunately for AI makers, much of that data is protected 
by copyright laws. The holders of the copyrights for that 
content aren’t compensated for its use, and with their property 
now serving as the foundation of somebody else’s lucrative 
business model, many have decided to sue. Some of the earli-
est such cases were brought by independent illustrators fearful 
of being put out of work by programs trained on their own 
art, but more recently, larger enterprises such as the New York 
Times and stock image provider Getty Images have entered 
the fray.
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WHAT COMES OUT OF GENERATIVE AI

AI companies have responded to suits by arguing that their 
programs fall under the fair use doctrine: because an individ-
ual piece of training data contributes only minutely to a given 
output, and because the result is substantially different from 
the original, their use is legal. This could be a strong argu-
ment, but the actual outputs of generative AI programs may 
undercut it.

In December, a team of researchers published a paper titled 
“Scalable Extraction of Training Data from (Production) 
Language Models,” in which they demonstrated that by 
prompting ChatGPT to output the word “poem” an infinite 
number of times, they could break the model and instead 
cause it to output unaltered sections of its training data. This 
proved definitively that ChatGPT retained its training data, 
unaltered, and that it could be made to reproduce it.

This study is not a unique point against the fair use case for 
generative AI. Although singular in that the researchers 
managed to extract training data entirely unaltered, previous 
methods had been successful in prompting generative AI 
programs into giving outputs that differed from their training 
data in only minor details — not enough to definitively head 
off claims of infringement.

CONCLUSION

Generative AI is not capable of reasoning. It can be restricted 
by its creators from giving certain outputs, such as not output-
ting unaltered training data, but it cannot understand why it 
shouldn’t do so. If it is later prompted to produce an undesir-
able result in a way its creators failed to guard against, it will.

Due to the nature and complexity of these programs, it is 
likely impossible for their creators to anticipate every circum-
stance that might cause them to spit out infringing data, and 
as such, it will be impossible to ever completely prevent it. 
Thus, the only things that could ever fully shield AI devel-
opers from liability for such infringement would be specific 
legal protections, established either through legislature or the 
courts, or if they had the rights to all of the data used to train 
their programs.

Of course, paying to license such a volume of data risks being 
quite expensive — unless the amount of data needed can be 
reduced. Due to the constraints of IP law, the eventual winner 
of the AI wars may not be whoever can build the smartest 
model, but whoever can build the most efficient one.

At press time, the author did not hold shares in any of the 
companies mentioned.
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